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Abstract 

Flooding is a common approach in Mobile Ad-hoc NETworks (MANETs) that is 

widely used in the route discovery process between a source (S) and a destination 

(D). Although it is simple, and can achieve a high delivery ratio, flooding suffers 

from some disadvantages, such as packet duplication and high overhead, which 

can cause contention, collision, and communication delay. In this work, we 

propose a novel broadcasting scheme which is the Relative Speed-Based 

Broadcast (RSB) scheme, which depends on the relative speed between nodes 
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 to find better routes to the destination. RSB uses the covering set concept to find 

the nodes with minimum relative speed between each other and select them to 

forward the routing request instead of flooding the requests to all nodes in the 

network. 

 The results of the simulation experiments show that RSB achieves better 

performance than the previous policies BCNS 

and AODV in terms of overhead, packet delivery ratio, and end to end delay. More 

details of the results are  illustrated in chapter four. 

Keywords: MANET, Wireless Networks, Broadcast Scheme, Routing Protocol, 

Relative Speed, Hybrid Broadcast Scheme 

 

  



www.manaraa.com

xvi 
 

    
M.Sc. Thesis •Tamer Naiem Alghmmaz •Department of Computer Science • AABU University • 2019  

 الملخص



www.manaraa.com

1 
 

    
M.Sc. Thesis •Tamer Naiem Alghmmaz •Department of Computer Science • AABU University • 2019  

CHAPTER ONE  

Introduction  

  

Networking is an important concept in both real life and the computing world. In 

the computing world, networking is abut connecting two or more devices together 

to exchange data via network links. These links can be wired or wireless. The wired 

links are traditional, while wireless links are relatively new and are becoming more 

and more important. Wireless technology provides solutions for the problems of 

needing cables and fixed lines. The configuration of wireless networks is faster, 

easier, and cheaper (Chlamtac, Conti and Liu, 2003) and supports mobility. Since 

the 1990s, the MANET has received a growing interest in the research field 

because of its features such as the lack of infrastructure and decentralization.  

A MANET could be defined as: “an autonomous collection of mobile devices 

(laptops, smart phones, sensors, etc.) that communicate with each other over 

wireless links and cooperate in a distributed manner in order to provide the 

necessary network functionality in the absence of a fixed infrastructure” (Hoebeke 

et al., 2004). A node in a MANET acts as host and router (Cadger et al., 2016), 

which could be used to reach the nodes that are out of the transmission range of 

the source node via intermediate nodes between the source and the destination. 

Figure 1.1 shows a simple MANET of three nodes A, B,  
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and C. Nodes A-C and C-B are within the communication range of each other, so 

they can exchange data directly, but if node A wants to send data to node B, then, 

node C will be considered as an intermediate node and forwards the data to B on 

behalf of node A. 

 

 

 

 

 

 

 

A MANET typically uses the TCP/IP protocol in order to allow the nodes to 

communicate with each other, but because of mobility, the traditional wired 

network protocols are not suitable for MANETs, so TCP/IP needs to be modified 

to take into consideration the mobility issue (Abolhasan, 2003), (Conti and 

Giordano, 2014).  

Due to mobility in MANETs, the node(s) can move freely in any direction, so the 

network topology changes dynamically; also each node is limited to a specific 

transmission range (Cadger et al., 2016). As a result of mobility, the links 

connecting the nodes can be broken often (for example, if the node doesn’t have 

any nodes in its transmission range). 

  

Figure 1.1 simple 3 nodes MANET 
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Therefore, there is a need that the routing protocol be able to maintain the route 

between S and D as long as possible in order to provide efficient, reliable, and 

stable communication. Figure1.2 shows how the mobility feature changes the 

topologies in MANETs. In Figure 1.2 (a), all nodes are in the transmission range 

of each other and the data can be exchanged directly. In 1.2 (b), node A has moved 

and it goes out side of the transmission range of nodes B and C. In this case, it will 

be considered as an isolated node and it cannot be reached. While in 1.2 (c), node 

A has moved but remained within node B transmission range and the data can be 

transferred directly from B to it. Though, node C can reach node A by sending the 

data to node B in order to forward it to node A on behalf of node C. 

 

  
Figure 1.2 Mobility effect on MANET’s topology 
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Nodes in a MANET could have varying densities, ranging from low to high 

(Ababneh, Mardini, and al-Hassan, 2010). If the number of node’s neighbors is 

greater than the average number node neighbors, the node is considered to be in 

a dense area; otherwise, it is considered to be in a sparse area. 

 

1.1 MANET Applications: 

A MANET can be used in many situations because it is easy to install and costs 

less than traditional -fixed- networks. MANETs can be applied in the following 

fields: 

Personal applications: MANETs appear in Personal Area Networks (PANs), where 

a collection of personal devices collaborate with each other to exchange the data 

between them.  

Military applications: MANETs can be used in military applications for their ability 

to adapt to the rapid changes that is crucial in such environment. 

Emergency applications: MANETs can be used in the natural disaster situations 

and in the search and rescue operations due to their features such as being 

infrastructure-less and easy to install. 
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1.2  MANET Routing Protocols Categories (CLASSES) 

Routing is an essential operation to establish a route between the source and the 

destination. Routing in ad hoc networks faces some challenges such as node 

mobility, where the nodes can move in any direction at various speeds, which 

means that the nodes get in and out of each other’s ranges.  Therefore, there is a 

need for MANET routing protocols that are able to adapt themselves to the 

network’s dynamic topologies in order to discover and maintain the routes to 

ensure the data exchange between the nodes.  

In MANETs, there are three main routing protocol categories that cover the routing 

discovery process: proactive, reactive, and hybrid.  

Proactive (Table-Driven) Routing Protocols 

In proactive routing protocols, nodes try to maintain updated and consistent routing 

information for the whole network by maintaining a routing table that contains an 

entry for each source-destination pair in the network. This has the advantage of 

finding a route in a very short time. However, these protocols suffer from some 

problems, such as high route maintenance overhead (Ababneh, Mardini, and al-

Hassan, 2010), low message throughput, high contention, and high power 

consumption (Alhosban, Ababneh and Malik, 2012). Examples of proactive 

protocols are the Source Tree Adaptive Routing (STAR) (Garica-Luna-Aceves and 

Spohn, 1999), Global State Routing (GSR) (Chen and Gerla, 1998), Wireless 

Routing Protocol (WRP) (Murthy and Garcia-Luna-Aceves, 1996), and Fisheye 

State Routing (FSR) (Pei, Gerla and Chen, 2000) protocols. 
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Reactive (Source-Initiated, On-Demand Driven) Routing Protocols 

In reactive routing protocols, the nodes do not have a routing table. When it needs 

to find a route to a destination, the source node initiates a routing discovery 

process by broadcasting a Route Request (RREQ) packet to its neighbors. The 

neighbors also rebroadcast the RREQ again (if they receive it for the first time) 

until the RREQ reaches the destination node. When the destination node receives 

the RREQ, it sends a Route Reply (RREP) packet containing the path back to the 

source node. The source node saves the path in its cache along with a timestamp. 

This means that there are no pre-stored routes, which reduces the network 

overhead, but this increases the route discovery latency. Some examples of 

MANET reactive routing protocols are the Ad-hoc On-Demand Distance Vector 

(AODV) (Das, Belding-Royer and Perkins, 2003), Associativity-Based Routing 

(ABR) (Toh, 1997), Ant-colony-based routing algorithm (ARA) (Gü, Sorges and 

Bouazizi, 2002), and Temporally Ordered Routing Algorithm (TORA) (Park and 

Corson, 1997) protocols. 

Hybrid Routing Protocols 

This type of routing protocols combines the proactive and reactive routing 

protocols. Due to the variety in MANET applications, there is no single protocol 

that can work efficiently for all of them; therefore, there is a need to use hybrid 

protocols that benefit from the advantages of both proactive and reactive protocols. 

Proactive routing protocols are more efficient in the low mobility network, on the 

other hand; the reactive routing protocols are more efficient in the high mobility 

network. 
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1.3 Ad-hoc On-demand Distance Vector (AODV) Routing 

Protocol  

The AODV (Das, Belding-Royer and Perkins, 2003) routing protocol is considered 

as one of the best reactive routing protocols in MANETs because of its advantages 

such as its low overhead and maturity (Alhosban, Ababneh and Malik, 2012). As 

a reactive routing protocol, AODV depends on the source node to start the route 

discovery process to communicate with the destination node if there is no link 

between them. The way that AODV discovers a path to the destination can be 

summarized as follows:  

AODV Route Discovery 

When a node requests to send a packet to a destination, it checks to determine if 

it has a current route to the destination, if yes, it forwards the packet to the next 

hop node on the route to the destination, if no, it initiates a route discovery process.  

The route discovery process begins with the broadcasting of an RREQ control 

message that has a unique sequence number, which is initiated by the source 

node. The control message contains (source ID, destination ID, and request ID 

(sequence number)).  
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Once an intermediate node on the route to the destination receives a RREQ, it 

checks the sequence number of the RREQ message. If it had been previously 

received, it will be dropped, otherwise the node re-broadcasts it, and stores the 

node ID from which it received the request for establishing a reverse route back to 

the source node.  

The previous steps will be repeated until the RREQ reaches the destination node, 

which responds by sending a RREP back to the source node using unicasting 

through the reverse path. 

AODV Route Maintenance 

The route Maintenance in AODV is the process of detecting link breakages (failure) 

between the nodes. This is accomplished by listening to the HELLO MESSAGE 

from its neighbors. If the node detects a link failure, then it broadcasts a Route 

Error packet (RERR) to inform the source about the breakage, in order to make 

the source send a new RREQ to discover a new path (Seetan, Ababneh, and 

Dalal’ah, 2009) 
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1.4 Research Statement and Motivation 

Flooding is one of the most common strategies that have been used in MANETs 

protocols for discovering routes between sources and destinations. Flooding is 

able to find paths, but it has severe problems that reduce network efficiency. Also, 

the mobility nodes significantly influences the performance of the network, 

especially for high speed movement, where link failures occur more frequently 

causing more overhead. 

We propose the RSB broadcasting scheme that aims to discover stable routes in 

order to reduce route discovery overhead by using intermediate nodes with lower 

relative speed among them, where we aim to achieve the following goals:  

Reduce the route discovery and maintenance overhead in the network 

Increase the packet delivery ratio 

Decrease the end to end delay 

The proposed broadcasting scheme can be used as an alternative route discovery 

scheme to that proposed in many on-demand routing algorithms, in order to 

achieve superior performance compared with existing MANET reactive routing 

protocols. 
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CHAPTER TWO  

Related Work 

Many researchers have proposed various routing protocols for MANETs to 

manage the packet broadcasting during the route discovery process. Because of 

mobility, topology changes, and the dynamic nature of the MANET, nodes always 

updating and maintaining its routing table which causes a congestion because of 

the huge number of transferred requests, these protocols are typically aims to find 

an efficient routes between MANET’s nodes in order to reduce the flooding of 

RREQ packets where more stable routes can reduce the network overhead, 

increase the delivery ratio, and provides better network performance. 

 

2.1 GFDA: Route Discovery Algorithms for On-Demand 

Mobile Ad Hoc Routing Protocols 

Researchers proposed two new route discovery algorithms that have for goal 

reducing communication delay. The first algorithm is Greedy Flooding via Dense 

Areas (GFDA) (Alhosban, Ababneh and Malik, 2012). By using the Routing Set, 

GFDA determines at each step the neighboring nodes that have the largest 

number of neighbors, assuming that a node maintains a neighbors-table that 

contains a list of the neighboring nodes and their number (degree), and also the 

time at which a node has become a neighbor, where the degree is the number of 

node’s neighbors. 
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The second algorithm is Greedy Flooding via Dense Areas using Flooding 

(GFDAF) (Alhosban, Ababneh and Malik, 2012), and it was proposed to address 

the problem that in GFDA the destination may not be reached. GFDAF attempts 

route discovery using flooding if the source does not receive a reply within a 

specified timeout period. 

 

2.2 Adaptive Velocity-Based Route Discovery in Mobile Ad 

Hoc Networks 

Researchers have proposed an Adaptive Velocity of Nodes (AVON) scheme 

(Ababneh, Mardini, and al-Hassan, 2010), where the forwarding nodes are chosen 

based on their speed and number of neighbors. AVON uses node density to 

determine the speed threshold value. In dense areas, small node velocity threshold 

values are utilized to reduce packet duplication and contention, while achieving 

good reachability and route stability. In sparse areas, large thresholds will be better 

so as to be able to reach the destination. AVON compared with VON has 

significantly superior performance in terms of control overhead and average end-

to-end delays, without degrading the ability to deliver packets. 
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2.3 Performance Evolutions of Velocity-Aware Routing 

Protocol for Mobile Ad hoc Networks 

Researchers have proposed a Velocity-aware Ad hoc On-demand Distance Vector 

(VA-AODV) protocol (Yassein, Alslaity and Ababneh, 2012) has been proposed. 

VA-AODV periodically computes the mobility of the nodes in order to take the 

neighbors’ mobility into consideration by picking the nodes with lower mobility. 

Each node computes its mobility periodically using a (GPS), and informs its 

neighbors of its mobility status every Hello_Interval. Each node updates its 

neighbors’ table that is sorted in ascending order based on node’s velocity. Then 

the CoveringSet is applied in the route discovery process. VA-AODV improves the 

performance of the original AODV protocol in terms of reduced overhead and 

increased packet delivery ratio. 

 

2.4 Adaptive Velocity and Distance Based Routing Protocol 

for MANET 

In (Ahmed et al., 2012), researchers have proposed a MOBILITY AWARE 

MODIFIED AODV (MDAODV) protocol. MDAODV using weight function (fij) which 

depends on distance, relative velocity and hop count in order to select stable 

routes between the source and the destination and so, reducing the control 

message overhead and increases the life time of route. Simulation results show 

that the MDAODV protocol has higher data package delivery ratio compared to 

AODV. 
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2.5 Enhancements in AODV Routing Using Mobility Aware 

Agents 

In (Idrees et al., 2005), authors have proposed a mobility-aware scheme. The 

proposed scheme uses the Hello Packets to enhance mobility awareness in AODV 

in order to reduce link breakage. When a node receives a Hello Packet and with 

the assistance of the GPS coordinates of the source node of the packet, a 

lightweight mobility aware agent on each node of the network compares these 

coordinates with previous ones and determines information about the mobility of 

the originator node. When a node receives a RREQ packet, and if that node is the 

destination, it will sends the RREP back by using the mobility awareness to choose 

the best neighbor which is not moving frequently (low mobility). This process of 

selecting a best neighbor is done at each intermediate node from source to 

destination. As a result, the path with the maximum number of low mobile nodes 

will form the route between the source and destination. 

 

2.6 Enhancing AODV Performance based on Statistical 

Mobility Quantification 

In (Enneya, El Koutbi, and Berqia, 2006), researchers have proposed a mobility-

aware method for improving AODV performance. They define mobility metric and 

use it in both route discovery and route maintenance for selecting more stable 

routes. In route discovery 
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 they replace the hop-count metric with a combination of two mobility parameters: 

average and mean of the “calculated mobility” along the path between the source  

and the destination. In route maintenance, they extend the local repair mechanism 

in order to avoid sending RERR packets. An alternative route starting from the 

node that detects a broken link is selected based also on the mobility metric. This 

aims to reduce the use of RERR packets and avoid re-initiating the route discovery 

process. 

 

2.7 Neighborhood-based Route Discovery Protocols for 

Mobile Ad hoc Networks 

Researchers have proposed two flooding control schemes. The first one is called 

(BKNS) (Alwidian, Ababneh, and Yassein, 2013), and is an on-demand, broadcast-

based ad hoc route discovery protocol that has for main goal alleviating the 

flooding problem by reducing redundant broadcasts, which reduces the routing 

overhead. In BKNS, each node X maintains a parameter degree(X), which is the 

number of its neighbors. A node has a table called neighbors table (nbrTable(X)) 

that contains its neighboring nodes sorted in the decreasing order of their degrees. 

The first K-neighbors (where 𝑘 = ⌈
𝑛

3
⌉),  

  



www.manaraa.com

15 
 

    
M.Sc. Thesis •Tamer Naiem Alghmmaz •Department of Computer Science • AABU University • 2019  

are selected to receive the RREQ from a node, and then rebroadcast it further. 

The second scheme is called BCNS. It uses a density based covering set heuristic 

to find a subset of the 1-hop nodes, named CoveringSet(X) that covers all of the 

2-hop neighbors of nodes, named SuperSet(X). Neighboring nodes are sorted 

based on their degree. Only the nodes in the covering set will receive the RREQ 

and broadcast it to their neighbors. Both proposed schemes achieves high delivery 

ratio and reduce overhead as compared with AODV. 

An issue with BCNS is that it does not take the relative speed into consideration, 

so it can choose very fast nodes, which means selecting unstable and unreliable 

routes. In our proposed work, we will consider the relative speed as a basis for the 

selected routes, and we will use the covering set principle proposed in (Alwidian, 

Ababneh, and Yassein, 2013). In our proposed scheme, the covering set will be 

constructed based on the relative speed, where the covering set in BCNS is 

constructed based on density. Our proposed scheme will be evaluated and 

compared with BCNS and AODV. 
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CHAPTER THREE  

Proposed Scheme 

Broadcasting is used in MANET in many routing protocol in the rout discovery 

process. The need of the broadcasting is coming from the dynamic nature of the 

MANETs topology where the routing tables need to be updated frequently because 

the nodes are mobile randomly. However, flooding is the simplest, common and 

widely used form of broadcasting in MANET but it suffers from some problems 

which may cause a huge degradation in the network performance as where the 

overhead increased as well as the delay, especially when the number of nodes 

increases, so there is a need of a routing protocol that controls the broadcasting 

(flooding) operation in order to efficiently reduce the disadvantages mentioned 

above. 

In flooding, the source node will broadcast the packet to all its neighbors, then each 

neighbor will check the status of the packet upon receive it whether it has been 

received previously, so it will be discarded, otherwise it will rebroadcast it to its own 

neighbors as shown in figure 3.1.  
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In our work, we proposed a broadcasting scheme, RSB, that depends on the 

relative speed between neighboring nodes along the route from source to 

destination, where only the neighboring nodes that have been selected from the 

covering set are involved in the rebroadcasting operation as shown in figure 3.2. 

The proposed scheme depends on the reactive routing protocols concepts, 

basically on AODV routing protocol, because it is better in performance than the 

other reactive routing protocols (Ababneh, Mardini, and al-Hassan, 2010). 

  

Figure 3.1 Rebroadcasting in Flooding 
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Figure 3.2 Rebroadcasting in RSB 

 

 

 

 

 

 

 

 

 

3.1 Relative Speed (RS) 

Node mobility is one of MANET’s routing discovery factors, which affects the 

routing discovery process because the nodes in the network are freely to move in 

different directions with different speeds where that may be lead to link breakage, 

resulting on unstable and unreliable routes, which is undesirable.  

To control the mobility between the nodes in the network, there is a need to use, 

either, a localization system like Global Positioning System (GPS) or by analyzing 

the received signal (Ahmed, Mohamed, and Mohamed, 2012), 
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from which we can obtain the distances between the nodes to calculate their 

relative speed since the time between every periodically broadcasted “HELLO_ 

MESSAGE” between the nodes can be used and considered as a fixed (uniform) 

period of time.  

Node Speed is depending on two variables which are they the distance (d) and the 

time (t), from which the speed could be calculated in order to be used afterward in 

the route discovery process. Distance between nodes could be obtained from the 

(x, y) coordinates of nodes, and the time could be obtained from the time of the 

HELLO_MESSAGE, which each node send it to its neighbors every 

HELLO_INTERVAL which could be obtained by calculating the time difference 

between the former HELLO_MESSAGE denoted as (t1) and the next 

HELLO_MESSAGE denoted as (t2) as shown in equation 1: 

          𝜟𝒕 = 𝒕𝟐 –  𝒕𝟏   ……………………………………………………………. (1) 

Where (Δt) is the difference in time between the former and the next 

HELLO_MESSAGE. 

To estimate the distance between two nodes (A, B), (x, y) coordinates are used to 

obtain the position as node A= (x1, y1) and B = (x2, y2), as shown in equation 2:  

            𝒅 = √(𝒙𝟐 − 𝒙𝟏)𝟐 + (𝒚𝟐 − 𝒚𝟏)𝟐    ……………………….……………. (2) 
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Notice that (d) should be calculated at the time (t1) and also at the time (t2). 

   𝜟𝑫 = 𝒅𝒕𝟐 − 𝒅𝒕𝟏 ……………………………………………..……..(3) 

Where (Δd) is the difference in distance between d1 and d2 at the time t1 and t2 

respectively. 

 

The estimated relative speed (RS) between A and B could be obtained as shown 

in equation 4:  

  𝑹𝑺 =
𝜟𝒅

𝜟𝒕
   ………………………………………………………..…….. (4) 

Relative speed is commonly denoted as (RS) and it represents the difference in 

speeds between two nodes. This difference generally has three cases which 

specified the relation between the estimated nodes as follows: 

If RS = 0, it means that the link between the nodes is static. 

If RS > 0, it means that the nodes move outward. 

If RS < 0, it means that the nodes move inward. 
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In case 1, nodes are reserved an equal distance from each other which explain 

why the value of RS = 0 because there is no speed differences between the nodes. 

While in case 2, RS has a positive value indicating that the nodes are moving apart 

from each other, which increases the link breakage possibilities 

and, in turn, threatening the stability of the route. In case 3, when RS has a  

negative value ,which considered as the wanted situation, where the life time of 

the link is longer since the nodes are moving inward to each other which provides 

more stable and reliable route. 

 

3.2 Covering Set Heuristic 

In our proposed work, the heuristic covering set algorithm proposed in (Alwidian, 

Ababneh, and Yassein, 2013) will be used. However, the sorting of neighbors 

nodes will be done based on RS between them in an ascending order. 

In MANETs, the idea of the covering set for a specific node X, is to find a set of X’s 

1-hop neighbors (i.e. CoveringSet(X)) that covers all the 2-hop neighbors (i.e. 

SuperSet(X)) of that node. The challenge is to keep the covering set as small as 

possible in order to reduce the route discovery overhead (Alwidian, Ababneh, and 

Yassein, 2013). Figure 3.3 illustrate 1-hop and 2-hop neighbors and figure 3.4 

show the implementation of Coverings Set heuristic. 
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Input: the sorted NNT(X)based on Relative Speed 

Output: CoveringSet(X). 

if 2-hop(X)==NULL 

return (0) 

else 

SuperSet(X) = ⋃ ∀ i ϵ 2-hop (Y) 

 

initialize CoveringSet(X) to NULL. 

for each node in the sorted 1-hop(X) do:  

check if it has a path to some nodes in the SuperSet(X) and add it to 

CoveringSet(X). 

repeat until all nodes in the original SuperSet(X) computed in 4 are covered 

by CoveringSet(X). 

return (CoveringSet(X)). 

 

Figure 3.4 Covering Set Heuristic 

In our work, we will compare the performance of the proposed algorithms against 

BCNS and AODV.  AODV is a well-known and promising routing algorithm, and is 

considered as one of the best reactive routing protocols in MANETs because of 

several advantages, such as low overhead and maturity (Alhosban, Ababneh and 

Malik, 2012). Numerous improvements to AODV have been proposed in the 

literature [7, 19, 20]. 

  

Figure 3.3: 1-hop neighbors and 2-hop neighbors 
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33. Relative Speed-Based Broadcast scheme (RSB) 

The Relative Speed-Based Broadcast scheme RSB is our proposed scheme to 

control the flooding. RSB is basically build based on AODV reactive routing 

protocol. RSB aims to control the flooding by selecting a subset of the neighboring 

nodes based on their relative speed to be participated in the request packet 

forwarding process rather than other nodes, where the selected nodes from the 1-

hop nodes cover all the nodes from the 2-hop nodes. The list of the1-hop nodes 

and 2-hop nodes obtained from the Hello Massages that the nodes broadcast it 

every hello interval. 

 RSB depends on the relative speed between neighboring nodes to construct the 

covering. The RREQ will be forwarded only to the selected nodes in the covering 

set in an attempt to reduce the overhead and increase the packet delivery ratio. 

In RSB, every hello interval the neighboring nodes of node S will inform it about its 

own neighbors by sending the 2-hop neighbors list and the position of these nodes 

in the hello message and append them in the Near Neighbors Table (NNT). On 

receiving the hello message, node S will update its NNT so that to contain the 1-

hop neighbors addresses,  
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the value of RS between S and 1-hop nodes, and the 2-hop addresses. After 

updating the NNT, the values of RS will be sorted in an ascending order. 

Now if S need to communicate with a destination D, and S does not have a route 

to that destination, then RSB will initiate a route discovery process by sending a 

RREQ packet. The covering set heuristic will be initiated based on RS values in 

NNT. The RREQ will be sent only to the 1-hop nodes addresses in the covering 

set that are covering all the 2-hop nodes which are included in the RREQ header. 

This step is repeated until reach the destination.  In the worst case, if the nodes do 

not find the rout to the destination, then the original AODV will be applied. The 

lower the relative speed, the more stable the link between the nodes is. The overall 

complexity is O(n log n). The implementation of RSB shown in Figure 3.5 below: 
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Example: In figure 3.6 we assume that the source node (S) has 5 neighbors (A, B, 

C, D, and E) with the RS values 6, 1, 8, 15,  
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Periodically, every HELLO_INTERVAL, broadcast a HELLO message containing own 

address, position and list of addresses of 1-hop neighbors. 

On receiving a HELLO message at a node X: 

update  NNT((X), so that it will contain <1-hop neighbor’s addresses, 1-hop neighbor’s 

RS to X, 2-hop neighbor’s addresses >. 

sort the  NNT(X) in an ascending order according to the RS field. 

if X needs to communicate with a destination D, the following actions take place: 

If a route exist to the destination. 

Use it 

else 

Find a subset of 1-hop neighbors that cover all 2-hop neighbors by applying the heuristic 

in Figure 3.4 

prepare a RREQ message; append the addresses of the nodes in the CoveringSet(X) to 

the header of the RREQ message. 

Upon receiving an RREQ message, the following actions take place: 

if the recipient node is the destination. 

done. 

else 

only those intermediate nodes whose addresses are in the RREQ message will process 

the RREQ and rebroadcast it further. 

if the destination is not found and the RREQ_RETRIES timer expires 

flood RREQ message to all nodes. 

 Figure 3.5: RSB  broadcasting  Scheme Implementation 
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and -3 m/s respectively. First, the nodes will be sorted in the ascending order of 

their relative speed with respect to S, as shown in Figure 3.6(a). Then, the nodes 

with the lowest RS values that cover all 2-hop neighbors, which are E, B, and A, 

will be selected to forward the RREQ packet, as shown in Figure 3.6(b). The above 

nodes E, B, and A, were chosen because they are the 1-hop nodes with minimum 

RS values that covers all the 2-hop nodes. Noticed that the priority is for the nodes 

that have the lowest RS values and in ascending order 

Noticing the lower the RS the stable the link will be. These steps will be repeated 

until the RREQ packet reaches the destination. 

 

Figure 3.6: RSB concept example 
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CHAPTER FUOR  SIMULATION ENVIROMENT and 

RESULTS DISCUSSION  

Network simulators are usually used in the networking field to mimic the way the 

network works. Many network simulators have been widely used such as NS2, 

NS3, GloMoSim, OMNeT++, and QualNet.  

In our work, we used the “Global Mobile Information System Simulator” 

(GloMoSim) network simulator version 2.03 to evaluate the performance of the 

RSB routing protocol and compare it with BCNS and AODV. The simulator already 

contains an implementation of AODV. GloMoSim is a commonly used simulation 

environment for wireless and wired networks systems (Jorge, 2004). GloMoSim 

uses a parallel discrete-event simulation capability provided by Parsec. The 

reasons why we choose GloMoSim is first its scalability as GloMoSim can simulate 

large scale models of up to million nodes (Jorge, 2004). Second, it is free and it is 

easy to find the material, user manual, and technical support in general. Third, it 

supports parallel simulation environments so it reduces the simulation execution 

time (Bajaj et al., 1999). 

 

4.1 Simulation parameters  

Our proposed broadcasting scheme was added and implemented in the GloMoSim 

2.03 simulator. It is worth mentioning that in our simulation experiments we have 

been taken the parameters values from (Alwidian, Ababneh, and Yassein, 2013) 

which we compare our work with it in order to insure a fair comparison. We model 

a MANET where the nodes are located in rectangular flat area,  
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and each simulation experiment ran for 300 seconds repeated 10 times with 

different random seeds. The transmission ranges for all nodes are 250 meters. We 

implement experiments in four main categories: 

Experiment 1 evaluates the effect of node speed on the performance using 

different numbers of CBR generators, where the number of Constant Bit Rate 

(CBR) generators is set to 10, 15, and 20 sources and the maximum speed of 

nodes is set to 1, 5, 10, 20, 600x600 meters area dimension and 50 m/s with a 

fixed node number of nodes of 20 for all scenarios. 

Experiment 2 evaluates the effect of node speed on the performance, using 

different numbers nodes, where the number of nodes are 10, 20, and 50 nodes, 

the maximum nodes speed is set to 1, 5, 10, 20, 600x600 meters area dimension 

and 50m/s with fixed CBR generator of 10 sources for all scenarios. When the 

number of nodes is 10 the network is considered sparse, and when the number of 

nodes is 50 the network is considered dense. 

Experiment 3 evaluates the effect of different traffic loads on the performance 

using different number of the nodes, where the number of nodes are 10, 20, and 

50 nodes, the traffic loads are 1, 2, 4, 6, 8 packet/s with fixed CBR generator of 10 

sources and 600x600 meters area dimension for all scenarios. The rest of 

simulation configurations and parameters values are illustrated in table 5.1. 
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Experiment 4 evaluates the effect of different area dimensions on the performance, 

where the dimensions are 1400x1400, 1600x1600, 1800x1800, 2000x2000, and 

2200x2200 meters, with fixed number of nodes of 50 nodes, the traffic load is 8 

packet/s with fixed CBR generator of 20 sources for this scenario, and the 

maximum node speed is 50m/s. 

Parameter Value 

Simulator GloMoSim 2.03 

Routing Protocols Evaluated RSB, BCNS, AODV 

Simulation Time 300 Seconds 

Number Of Nodes 10, 20, and 50 Nodes 

Simulation Area 

600m × 600m, 1400m×1400m, 

1600m×1600m, 1800m×1800m, 

2000m×2000m, 2200m×2200m 

Transmission Range 250 m 

Movement Model Random Waypoint 

Minimum Speed 0 m/s 

Maximum Speed 1, 5, 10, 20, and 50 m/s 

Number Of Sources 10, 15, and 20 Sources 

Packet Rate 1, 2, 4, 6, and 8 packets/sec 

Traffic Type CBR 

Pause Time 0 second 

Data Payload 512 bytes/packet 

MAC Layer Communication IEEE 802.11 

Link Bandwidth 2 Mb/s 

Node Placement Random 

Table 4.1 Simulation parameters values 
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4.2 Simulation performance metrics 

To evaluate the performance of our broadcasting scheme in order to compare it to 

BCNS and AODV, we use the common performance metrics that have been used 

mostly in network models comparisons such as packet delivery ratio, routing 

overhead, and average end-to-end delay. These metrics are used to evaluate the 

tested protocols where identical scenarios are applied. Following is a brief 

explanation of each one of them. 

Packet Delivery Ratio (PDR): 

PDR is the ratio of total number of the data packets that are received in the 

destination to the number of the data packets that are sent from the source node. 

PDR is calculated by the following equation: 

𝑷𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆  𝑪𝒉𝒂𝒏𝒈𝒆 =  
𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒄𝒊𝒗𝒆𝒅 𝒅𝒂𝒕𝒂 𝒑𝒂𝒄𝒌𝒆𝒕𝒔

𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒔𝒆𝒏𝒕 𝒅𝒂𝒕𝒂 𝒑𝒂𝒄𝒌𝒆𝒕𝒔
 ×  𝟏𝟎𝟎% 

Routing Overhead: 

Routing overhead represents the ratio of the sent control packet number to the 

number of received data packet. Routing overhead is calculated by the following 

equation: 

𝑹𝒐𝒖𝒕𝒊𝒏𝒈 𝒐𝒗𝒆𝒓𝒉𝒆𝒂𝒅 =  
𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒔𝒆𝒏𝒕 𝒄𝒐𝒏𝒕𝒓𝒐𝒍 𝒑𝒂𝒄𝒌𝒆𝒕𝒔

𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒄𝒊𝒆𝒗𝒆𝒅 𝒅𝒂𝒕𝒂 𝒑𝒂𝒄𝒌𝒆𝒕𝒔
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Average End-To-End Delay: 

The Average End-To-End Delay represents the average delay between the time 

that the data packets were originated in the source node and the time when the 

packets arrives to the destination node (all the nodes in the network). 

4.3 Simulation Results and Analysis 

In this chapter, we evaluate the proposed protocol in terms of overhead, packet 

delivery ratio, and end-to-end delay performance metrics. The proposed scheme, 

RSB, has been evaluated and compared to AODV protocol, and Broadcast-based 

Covering Neighbors Algorithm (BCNS) proposed in (Alwidian, Ababneh, and 

Yassein, 2013). The simulation experiments are divided into three main phases 

that investigate the effect of the following scenarios on the performance of the 

three protocols:  

Several speeds with varies number of source generators. 

Several speeds with varies number of nodes. 

Several traffic loads with varies number of nodes. 

The percentage of change for the proposed protocol over the others protocols are 

measured according to the following equation. The detailed percentages of 

changes for all experiments are illustrated in appendix A. 

Percentage  𝐶ℎ𝑎𝑛𝑔𝑒 =  
𝑂𝑙𝑑 𝑉𝑎𝑙𝑢𝑒 − 𝑁𝑒𝑤 𝑉𝑎𝑙𝑢𝑒

𝑂𝑙𝑑 𝑉𝑎𝑙𝑢𝑒
 ×  100% 
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4.4 Effect of Speed and the number of Traffic Generators 

The purpose of the simulation in this section is to study the effect of the nodes 

speed, and the number of CBR traffic generators on the performance of the three 

examined protocols. All the experiments in this section have a maximum node 

speed from 1 m/s up to 50 m/s. These experiments investigate the effect of a very 

low-speed node (speed = 1 m/s), and the effect of a very high-speed node (speed 

= 50 m/s) on the performance of the examined protocols. The simulation 

parameters for these experiments are set as follows: 

Number of nodes: 20 nodes. 

Packet rate: 2 packet/second. 

Maximum speed of nodes: 1, 5, 10, 20, and 50 m/s. 

Number of traffic generators (sources): 10, 15, and 20 CBR generators. 

Different Node Speeds with 10 Sources 

The simulation results presented in Figure 4.1, Figure 4.2, and Figure 4.3 illustrate 

the overhead, packet delivery ratio, and end-to-end delay respectively. The 

number of CBR generators is 10, and the node speed varies from 1 m/s up to 50 

m/s.  
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Figure 4.1 shows that the proposed protocol has a significant reduction in the 

network overhead. The proposed protocol reduced the overhead by 68.5%, and 

37% compared to AODV, and BCNS respectively at low nodes speed (1 m/s). At 

high maximum nodes speed (50 m/s) the proposed approach reduced the 

overhead by 79%, and 36% compared to AODV, and BCNS respectively. This 

overhead reduction caused by the fact that only the neighboring nodes that have 

been selected from the covering set are involved in the rebroadcasting operation. 

 

Figure 4.1: Overhead results with 10 CBR generators and varies node speeds. 

Figure 4.2 shows the packet delivery ratio results of the three examined protocols. 

As the figure shows that the proposed protocol has a higher delivery packet ratio 

over the other protocols, almost all the packets have been received to their 

destinations. Compared to the AODV protocol the proposed protocol has 2.8%, 

and 6.6% enhancement ratio for low nodes speed, and for high nodes speed 

respectively.  
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Also, the RSB protocol has enhanced the packet delivery ratio approximately by 

2.4% compared to BCNS protocol. The enhancement of PDR for the proposed 

protocol caused by the selection method of nodes (covering set) with regards to 

their relative speed. 

 

Figure 4.2: Packet Delivery Ratio with 10 CBR generators and varies nodes speed. 

Figure 4.3 illustrate end-to-end delay results of the three examined protocols. As 

the figure shows that the AODV has the worst results in terms of delay compared 

to the other protocols. RSB, and BCNS have approximately the same end-to-end 

delay at low-speed nodes, while the RSB has a better end-to-end delay at high-

speed nodes, this regards to the node selection method that affects the delay.  
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Figure 4.3: End-to-End Delay results with 10 sources and varies nodes speed. 

 

Different Node Speeds with 15 Sources 

The simulation results presented in Figure 4.4, Figure 4.5, and Figure 4.6 illustrate 

the overhead, packet delivery ratio, and end-to-end delay respectively. The 

number of CBR generators is 15, and the node speed varies from 1 m/s up to 50 

m/s.  
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Figure 4.4 show that the proposed protocol has a significant reduction in the 

network overhead. The proposed protocol reduced the overhead by 76.2%, and 

65.7% compared to AODV, and BCNS respectively at low nodes speed (1 m/s). At 

maximum nodes speed (50 m/s) the proposed approach reduced the overhead by 

88.3%, and 65.6% compared to AODV, and BCNS respectively. 

Figure 4.4: Overhead results with 15 CBR generators and varies node speeds. 

Figure 4.5 shows the packet delivery ratio results of the three examined protocols. 

As the figure shows that the proposed protocol has achieved a good delivery 

packet ratio. Compared to the AODV protocol, the proposed protocol has 3.7%, 

and 6.9% enhancement ratio for low nodes speed, and for high nodes speed 

respectively. Also, the RSB protocol has enhanced the packet delivery ratio 

approximately by 3.6% compared to BCNS protocol. 
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Figure 4.6 illustrates end-to-end delay results of the three examined protocols. As 

the figure shows that the AODV has the worst results in terms of delay compared 

to the other protocols. RSB have the best end-to-end delay ratio compared to the 

other protocols. RSB has a better end-to-end delay by 15% than BCNS, and 31% 

enhancement of delay than AODV.   

Figure 4.5: Packet Delivery Ratio with 15 CBR generators and varies nodes speed. 
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Figure 4.6: End-to-End Delay results with 15 sources and varies nodes speed. 

Different Node Speeds with 20 Sources 

The simulation results presented in Figure 4.7, Figure 4.8, and Figure 4.9 illustrate 

the overhead, packet delivery ratio, and end-to-end delay respectively. The 

number of CBR generators is 20, and the node speed varies from 1 m/s up to 50 

m/s.  
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Figure 4.7 illustrates the overhead results for the three examined protocols with 20 

CBR generators. As the figure shows that the proposed protocol has a significant 

reduction in the network overhead. The proposed protocol reduced the overhead 

by 81.8%, and 67% compared to AODV, and BCNS respectively at low nodes 

speed (1 m/s). At high nodes speed (50 m/s) the proposed approach reduced the 

overhead by 90.2%, and 64.5% compared to AODV, and BCNS respectively. 

 

 

Figure 4.7: Overhead results with 20 CBR generators and varies node speeds. 
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Figure 4.8 presents the packet delivery ratio results of the three examined 

protocols. As the figure shows that the proposed protocol has a higher delivery 

packet ratio over the other protocols. Compared to the AODV protocol the 

proposed protocol has 6.2%, and 6.7% enhancement ratio for low nodes speed, 

and for high nodes speed respectively.  

Also, the RSB protocol has enhanced the packet delivery ratio approximately 4.2% 

compared to BCNS protocol. 

 

Figure 4.8: Packet Delivery Ratio with 20 CBR generators and varies nodes speed. 
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Figure 4.9 illustrates the end-to-end delay results of the three examined protocols. 

As the figure shows that the AODV has the worst results in terms of delay 

compared to the other protocols. RSB has a better end-to-end delay ratio than 

BCNS by 3%. 

 

Figure 4.9: End-to-End Delay with 20 CBR generators and varies nodes speed. 
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5.4 Effect of Speed and Number of Nodes 

The purpose of the simulation in this section is to study the effect of the nodes 

speed, and the number of nodes on the performance of the three examined 

protocols. All the experiments in this section have a maximum node speed from 1 

m/s up to 50 m/s. These experiments investigate the performance of the examined 

protocol in sparse network (number of nodes = 10 nodes), and in dense network 

(number of nodes = 50 nodes). All the experiments hold in simulation area of 600 

x 600 dimensions. The simulation parameters for these experiments are set as 

follows: 

Number of nodes: 10, 20, and 50 nodes. 

Packet rate: 2 packet/second. 

Maximum speed of nodes: 1, 5, 10, 20, and 50 m/s. 

Number of traffic generators (sources): 10 CBR generators. 

Different Node Speeds in Sparse Network (Number of Nodes =10) 

The simulation results presented in Figure 4.10, Figure 4.11, and Figure 4.12 

illustrate the overhead, packet delivery ratio, and end-to-end delay respectively. 

The number of nodes is 10, and the nodes speed varies from 1 m/s up to 50 m/s.  
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Figure 4.10 shows that the proposed protocol has a significant reduction in the 

network overhead. The proposed protocol reduced the overhead by 71.9%, and 

53.3% compared to AODV, and BCNS respectively at low nodes speed (1 m/s). At 

high maximum nodes speed (50 m/s) the proposed approach reduced the 

overhead by 70.5%, and 37% compared to AODV, and BCNS respectively. 

 

Figure 4.10: Overhead results with 10 nodes and varies node speeds. 

Figure 4.11 shows the packet delivery ratio results of the three examined protocols. 

As the figure shows that the proposed protocol has the better delivery packet ratio 

than the other protocols. Compared to the AODV protocol the proposed protocol 

has 9.6%, and 11.77% enhancement ratio for low nodes speed, and for high nodes 

speed respectively.  
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Also, the RSB protocol has enhanced the packet delivery ratio approximately by 

5.2% compared to BCNS protocol. 

 

Figure 4.11: Packet Delivery Ratio with 10 nodes and varies nodes speed. 

 

Figure 4.12 illustrates end-to-end delay results of the three examined protocols. 

As the figure shows that the RSB has the best results in terms of end-to-end delay 

compared to the other protocols. The RSB reduce the end-to-end delay by 74% 

and 71% for AODV and BCNS respectively.  
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Figure 4.12: End-to-End Delay results with 10 nodes and varies nodes speed. 

Different Node Speeds with 20 nodes 

The simulation results presented in Figure 4.13, Figure 4.14, and Figure 4.15 

illustrate the overhead, packet delivery ratio, and end-to-end delay respectively. 

The number of nodes is 20, and the node speed varies from 1 m/s up to 50 m/s.  

Figure 4.13 presents the overhead results for the three examined protocols with 

20 nodes. As the figure shows that the proposed protocol reduced the overhead in 

this experiment by 69%, and 42.25% compared to AODV, and BCNS respectively 

at low nodes speed (1 m/s). At high maximum nodes speed (50 m/s) the proposed 

approach reduced the overhead by 64.4%, and 22.3% compared to AODV, and 

BCNS respectively. 
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Figure 4.13: Overhead results with 20 nodes and varies nodes speed. 

Figure 4.14 shows the packet delivery ratio results of the three examined protocols. 

As the figure shows that the delivery packet ratio of the proposed protocol is 

outperform the other protocols,. Compared to the AODV protocol the proposed 

protocol has 6.19%, and 8.1% enhancement ratio for low nodes speed, and for 

high nodes speed respectively. Also, the RSB protocol has enhanced the packet 

delivery ratio approximately by 4.03% compared to BCNS protocol.  
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Figure 4.15 illustrate end-to-end delay results of the three examined protocols. As 

the figure shows that the RSB has a significant reduction of end-to-end delay 

compared to the other protocols. The RSB reduce the end-to-end delay by 80% 

and 73.5% for AODV and BCNS respectively. 

 

Figure 4.14: Packet Delivery Ratio with 20 nodes and varies nodes speed. 
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Figure 4.15: End-to-End Delay results with 20 nodes and varies nodes speed. 

Different Node Speeds in Dense Network (Number of Nodes = 50 Nodes) 

In this section, we evaluate the performance of the RSB protocol in a dense 

network against the AODV, and BCNS protocols. The simulation area dimensions 

were 600 x 600, and the number of nodes is 50. Figure 4.16, Figure 4.17, and 

Figure 4.18 present the overhead results, packet delivery ratio, and the end-to-end 

delay respectively.  

Figure 4.16 illustrates that both RSB and BCNS protocols have a significant 

reduction of network overhead compared to the AODV protocol. RSB has a lower 

overhead than BCNS. 
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Figure 4.17 shows the result of packet delivery ratio for the examined protocols. In 

comparison to AODV, the RSB increased the packet delivery ratio by 5.6% at low 

nodes speed, and by 6.8% at high nodes speed, while increased the packet 

delivery ratio by 2.5% compared to BCNS. 

 

Figure 4.16: Overhead results for dense network with varies nodes speeds. 
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Figure 4.17: Packet delivery ratio for dense network with varies nodes speeds. 

Figure 3.18 presents the end-to-end results for dense network over varies nodes 

speeds. As the figure shows, the RSB protocol has the lowest End-to-End delay in 

the dense network. With comparison to AODV, the RSB protocol reduces the end-

to-end delay by 87.95%, 86.94% at low nodes speed, and high nodes speed 

respectively. Compared to BCNS, the RSB reduces the end-to-end delay by 

74.1%, and 73.1% for low nodes speed, and high nodes speed respectively.  
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Figure 4.18: End-to-End delay for dense network with varies nodes speeds. 
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Number of traffic generators (sources): 10 CBR generators. 

Node pause time = 0 second. 

Different Traffic Load in Sparse Network (Number of Nodes =10) 

The simulation results present in Figure 4.19, Figure 20, and Figure 21 illustrate 

the overhead, packet delivery ratio, and end-to-end delay respectively. The 

number of nodes is 10, and the packet rate varies from 1, 2, 4, 6, and 8 

packets/second. 

The overhead results presented in Figure 4.19 illustrate that by increasing the 

packet rate, the network overhead reduced using RSB protocol. Also, the RSB 

protocol has a significant reduction in network overhead by 95.2% in high packet 

rate compared to AODV, and by 90.8% compared to BCNS.  
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Figure 4.19: Overhead results for 10 nodes with different packet rate. 

Figure 4.20 shows the results for packet delivery ratio for the three examined 

protocols. As the results show that whenever the packet rate increased, the packet 

delivery ratio decreased for both AODV and BCNS protocols. While the packet 

delivery ratio for the RSB remains the highest through all the packet rates. 

 

Figure 4.20: Packet delivery ratio for 10 nodes with different packet rate. 
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The results present in Figure 4.21 illustrate the end-to-end delay for the three 

protocols with 10 nodes, and different packets rate. The RSB protocol reduces the 

end-to-end delay by 83.2%, and 82.9% compared to AODV, and BCNS with low 

packet rate respectively. Also, RSB protocol reduces the end-to-end delay by 

73.2%, and 75.5% compared to AODV, and BCNS with high packet rate 

respectively. 

 

Figure 4.21: End-to-End delay for 10 nodes and different packet rate. 

Different Traffic Load with Number of Nodes =20 

The simulation results presented in Figure 4.22, Figure 4.23, and Figure 4.24 

illustrate the overhead, packet delivery ratio, and end-to-end delay respectively. 

The number of nodes is 20, and the traffic load varies from 1, 2, 4, 6, and 8 

packets/second.  

  

0

0.5

1

1.5

1 2 4 6 8

En
d

-t
o

-E
n

d
 D

e
la

y 
%

Traffic Load (packet/second)

End-to-End Delay

AODV BCNS RSB



www.manaraa.com

56 
 

    
M.Sc. Thesis •Tamer Naiem Alghmmaz •Department of Computer Science • AABU University • 2019  

Figure 4.22 presents the overhead results for the three examined protocols with 

20 nodes. As the figure shows that the proposed protocol reduced the network 

overhead whenever the packet rate increased, whereas AODV and BCNS 

increased the network overhead, whenever the packet rate increased.   

 

Figure 4.22: Overhead results for 20 nodes with different packet rate. 

Figure 4.23 shows the results for packet delivery ratio for the three protocols. As 

the results show that at low packet rate, the packet delivery ratio for all protocols 

were convergent but with a preference for the RSB protocol over other protocols, 

whereas at high packet rate the different become larger. The packet delivery ratio 

by RSB improved by 29% compared to AODV, and by 6.1% compared to BCNS.  
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The results present in Figure 4.24 illustrate the end-to-end delay for the three 

protocols with 20 nodes, and different packets rate. The RSB protocol reduces the 

end-to-end delay by 82.7%, and 73% compared to AODV, and BCNS with low 

packet rate respectively. Also, RSB protocol reduces the end-to-end delay by 

84.6%, and 71.38% compared to AODV, and BCNS with high packet rate 

respectively. 

 

 

Figure 4.23: Packet delivery ratio for 20 nodes and different packet rate. 
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Figure 4.24: End-to-End delay for 20 nodes and different packet rate. 

Different Traffic Load in Dense Network (Number of Nodes = 50) 

In this section, we evaluate the performance of the RSB protocol in a dense 

network against the AODV, and BCNS protocols. The simulation area dimensions 

were 600 x 600, and the number of nodes is 50.  

Figure 4.25, Figure 4.26, and Figure 4.27 present the overhead results, packet 

delivery ratio, and the end-to-end delay respectively.  

Figure 4.25 illustrates that both RSB, and BCNS protocols have a significant 

reduction of network overhead compared to the AODV protocol. RSB have a lower 

overhead than BCNS at high packet rate.  
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Figure 4.25: Overhead results in dense network with different packet rate. 

 

The result of packet delivery ratio in Figure 4.26 shows that RSB outperformed the 

other two protocols. In comparison to AODV, the RSB increased the packet 

delivery ratio by 2.8% at low nodes speed, and by 24.08% at high nodes speed, 

while increased the packet delivery ratio by 2.1% at low packet rate, and by 5.4% 

at high packet rate as compared to BCNS. 
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Figure 4.26: Packet delivery ratio for dense network with different packet rate. 

 

Figure 4.27 illustrates the results of end-to-end delay for the three protocols in a 

dense network, and different packets rate. The results show that with increasing 

the packet rate, the end-to-end delay for the RSB protocol remains the 

approximately the same, while the end-to-end delay increased with increasing the 

packet rate for both AODV, and BCNS protocols. The RSB protocol reduces the 

end-to-end delay by 84.1%, and 92.6% compared to AODV, and BCNS with low 

packet rate respectively. Also, RSB protocol reduces the end-to-end delay by 

75.4%, and 84.75% compared to AODV, and BCNS with high packet rate 

respectively. 
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Figure 4.27: End-to-End delay results with different packet rate. 

 

7.4 Effect of different area dimensions 

The purpose of the simulation in this section is to study the behavior of the RSB 
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In the results of this experiment, we noticed that the overhead of the RSB protocol 

is increased when the area dimension becomes larger. The result of packet 

delivery ratio shows a degradation regarding to the RSB protocol over the different 

area dimension. The results present higher end-to-end delay for the RSB protocol 

whenever the area dimension getting larger. The reason of that is since the area 

dimension getting larger and larger, the distances between the nodes also 

increased which increased the probability of link breakage, so the overhead will be 

increased because of the routing discovery operations so the end-to-end delay 

became higher. 

In summary, we noticed that with increasing the number of CBR generator, the 

overhead reduction for the RSB over the other protocols become larger. The 

packet delivery ratio increased whenever the maximum node speed increased. 

The end-to-end delay improvement of the RSB protocol over the other protocols 

increased by reduced the number of CBR generators. In the large area 

experiments, the results shows a downgrade in the performance of the RSB 

protocol with larger area diminutions.  

From the conducted results, the enhancement achieved by the proposed protocol 

in terms of overhead, PDR, and end-to-end delay explained by the following: 

The network overhead reduction caused by the fact that the RREQ forwarded to 

the selected nodes in the covering set only. 
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The PDR enhancement caused by that the covering set that selected to be 

included in the candidate route contains the nodes depend on their relative speed 

toward the route. 

The end-to-end delay enhanced by the fact that the nodes that have a relative 

speed outside the route were excluded from the covering set. This eliminates the 

link breakage which affects the end-to-end delay. 
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CHAPTER FIVE  

Conclusion and Future Work 

5.1 Conclusion: 

In this work we present our broadcasting based scheme for MANET and illustrate 

the performance by using the GloMoSim network simulator, and we found the 

following contributions regarding to our study: 

The RSB is a reliable broadcast scheme that excludes the disadvantages of the 

flooding, so the overhead is reduced, and avoiding the rebroadcasting storm 

problem by selecting a subset of the nodes to participate in the rout request 

process. 

RSB outperform both BCNS and AODV in terms of overhead, packet delivery ratio, 

and end-to-end delay, where significant improvement has been achieved in low 

and high speed scenarios and also with deferent data packets loads. 

In the large area experiment, we noticed degradation in the performance of the 

RSB where the packet delivery ratio is decreased, the overhead increased and the 

end to end delay increased with larger area dimensions. Nevertheless, it achieves 

better performance than the AODV protocol.  
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5.2 Future work 

In this work, we present a solution for flooding problem by using the covering set 

principle and the relative speed between the nodes, however there is some area 

for more development in each field, and the following are some suggested ideas: 

 

Relative Speed and Density Broadcast Scheme: 

This suggested scheme combines the density and the relative speed between the 

nodes as basis for determining the covering set. Below are some specific 

approaches for selecting the covering set: 

Use a threshold value, which is empirically determined to decide either the node 

is in a dense or sparse area, and construct the covering set based on the relative 

speed if the node is located in a dense area.  

The covering set will be constructed based on node density rather than the relative 

speed if the node is located in a sparse area. Furthermore, the source node can 

apply flooding in case the RREQ cannot reach the destination. 

Another approach is to change the order of the sorted nodes based on RS. For 

example, if there are two nodes that have almost the same number of neighbors 

but there is a big difference in RS values, the node that has the lower RS will be 

re-sorted ahead of the other node so as to avoid the link breakage problem. 

Example, if a node has two neighbors A and B, and the node A has 7 neighbors 

and a RS of 10, and the node B has 6 neighbors and a RS of 2, then node B will 

be placed before node A. 
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